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Large-Scale Analysis of Heterogeneous Earth
Observation Data

In recent years, the amount of data made available in the earth-observation domain has increased exponen-
tially. In 2022, for example, data released from the observations of eight Sentinel satellites amounted to 6.64
petabytes [2]. Now, researchers all over theworld are using these vast amounts of resources to further improve
our understanding of the world. In their journey, the researchers often use code notebooks like Jupyter while
conducting their analyses [1]. However, analyses have shown [3] that the code quality in these notebooks is
generally mediocre. As analyses grow larger using more, higher-resolution datasets, it is now necessary to
find new methodologies for handling the data.

In the past, it was feasible to simply download all the analysis-ready data (ARD), store it locally and run the
required analysis. Now, as the amount of data to be processed has increased significantly, this approach of
always downloading data to a local machine is not practical anymore. The main approach to address this
issue is by pushing the computation to the cloud. Usually, these cloud platforms provide the user with a code
notebook interface, an EO dataset catalog, and optionally a web interface for exploring datasets. However, as
each pipeline has to contain some code that loads data, improving the pipeline by splitting up the execution
pipeline in order to reduce latency and overall resource utilization can have a huge impact on users being able
to perform their research.

To solve these issues, we want to create an algebra for Earth Observation queries. Based on this algebra, we
will build an optimizer that distributes the workload between the data provider, platform provider, and user in
order to minimize the query latency while maximizing efficiency. This is important for several reasons: First,
it increases the productivity of an Earth Observation scientist. Second, it decreases the amount of resources
necessary to complete the workload. And finally, it caters to the FAIR (findable, accessible, interoperable,
reusable) data principles as it allows other scientists to validate datasets and perform analyses more efficiently.
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