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HPC on Oracle Cloud Infrastructure (OCI)
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Ice Lake processors

• BM HPC 3.36  
0,075 USD core Hour

• Cores: over 20k cores 
using Cluster Network

• 200G bandwidth & 
RDMA support with 
under 1.5 µs latency

• NVMe storage for local 
MPI checkpointing

• Demanding workloads 
(i.e. CFD, EDA, Crash 
simulations) expected 
to deliver 30% more 
performance 
compared to existing 
X7 generation of 
instances at same 
price per core

• Available NOW

• Announcement video

Next Generation AMD 
Instances

• E4.128

• 0,025 USD core Hour

• Powered by AMD’s 
Milan generation 
processors

• BM or VM shapes 
available via flexible 
shapes 

• Pick and choose 
core and memory 
split based on 
workload 
characteristics

• Available through 
cloud native services

• Available NOW

• Announcement video

ARM Compute Instances

• Powered by Ampere’s 
Altra Processors

• Cores: BM or VM 
shapes – very dense, up 
to 160 cores single 
threaded performance 
(3.3Ghz/core)

• Available through cloud 
native services

• Best price performance 
for general purpose/ 
massively parallel 
workloads with up to 
30% performance 
improvement over 
other x86 compute 
instances per core

• Available NOW

• Announcement video

GPU bare Bare-Metal 
Instances

• NVIDIA Ampere 
Architecture

• Both Bare-Metal and 
VMs

• GPUs: up to 8 (for BM) 
A100 Tensor Core GPUs

• Memory: Up to 2 TB

• 1.6 Tbps RDMA

• For intensive 
applications like 
genomics, AI deep 
learning training and 
inference, data 
analytics, scientific 
computing, edge video 
analytics and 5G 
services, graphics 
rendering, cloud 
gaming…

• Announcement video

File Server options

• Get the performance 
you need

• Choose from a wide 
set of parallel file 
systems in the market 
place: IBM Spectrum 
scale, BeeGFS, Lustre, 
Quobyte and more

• Achieve 60 -290 
GB/sec throughput 
for HPC parallel file 
systems

• Unmanaged

• Oracle ranked N°7 in 
the IO500 benchmark

https://video.oracle.com/detail/video/6193222508001/oracle-live:-update-from-bob-swan-ceo-intel?autoStart=true&q=Intel
https://video.oracle.com/detail/video/6193276698001/oracle-live:-update-from-lisa-su-ceo-and-president-amd?autoStart=true&q=AMD
https://video.oracle.com/detail/video/6193262983001/oracle-live:-discussion-with-renee-james-chairman-and-ceo-ampere?autoStart=true&q=Ampere
https://video.oracle.com/detail/video/6193259997001/oracle-live:-discussion-with-jensen-huang-founder-ceo-nvidia?autoStart=true&q=NVIDIA
https://urldefense.com/v3/__https:/www.vi4io.org/io500/start?fields=information__system,information__institution,information__storage_vendor,information__filesystem_type,information__client_nodes,information__client_total_procs,io500__score,io500__bw,io500__md,information__data,information__list_id&equation=&sort_asc=false&sort_by=io500__score&radarmax=6&query=__;!!NmrTbz2Y!k04gHr8dQCUkAW7I892zmcTnGbX4nOb2b6m0rfgNQJgwg0Bay_b0gyjAVMolsClPmsrpOMuJ$


OCI GPU Capabilities
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NVIDIA Pascal P100
16GB

Up to 2 GPUs per Instance

1x GPU via Virtual Machine
2x GPU via Bare Metal

28 CPUs, 192GB, 50Gbps

NVIDIA Volta V100
16GB

Up to 8 GPUs per Instance

1x, 2x, 4x GPU via Virtual Machine
8x GPU via Bare Metal

52 CPUs, 768GB, 50Gbps

NVIDIA Ampere A100
40GB

Up to 8 GPUs per Instance

8x GPU via Bare Metal

64 AMD CPUs, 2048GB, 
1600Gbps

4 x 6.4 TB SSDs



• Oracle connects the servers directly to the 

RDMA switch

• Up to 20,000 HPC cores in a single RDMA cluster

• Up to 512 GPUs in a single RDMA cluster

• No hypervisor, no virtualization, no jitter bare metal 

HPC

• 1.5 µs latency, 

• Local NVME disc for Temp or aggregated

Filesystem usage

• 100Gb/s for HPC, 

8 * 200Gb/s for GPU

X9 will come with 200Gb/s

High Bandwidth, Low Latency RDMA Cluster Networking

Cluster RDMA   
Network

1.5 µs latency, 
>= 100Gb/s network

CPU Servers GPU Servers Exadata

XX



Oracle Cloud Infrastructure –
built for complex enterprises 
with sustainability in mind

100% renewable 
energy use at 
Oracle Cloud data 
centers in Europe

99.6% of retired 
hardware collected 
for recycling, reuse 
or manufacturing 
in FY20
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London - 100%, Amsterdam - 100%,
Zurich - 100%, Frankfurt - 100%



HPC Bursting Scenarios
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Submit to cluster 
on prem

No waiting 
time in the 
morning

Saturated in the 
afternoon

Submit to 
queue on OCI

user

On prem workload 
manager route jobs 
to on prem cluster 
or OCI depending 
on capacity



(On-demand Provisioning)

« Cluster per job » strategy
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Job 
submission

• Cluster network creation
• Node deployment 

• Keyless SSH configuration
• Open firewalls
• Slurm installation
• RDMA interface configuration
• Shared file system configuration (NFS)
• etc/hosts modification
• Node state update in Slurm

Simulation solving

• Destruction of previously created resources

Standardized environment

(infrastructure) (configuration)



References
Please contact your account team to arrange individual briefing calls with 
Reference representatives!
Email wolfgang.dreyer@oracle.com for latest version

https://salescentral.oracle.com/SCAssetsRest/downloadservice?id=108665
https://www.oracle.com/uk/cloud/customers/
https://www.oracle.com/uk/cloud/customers/
https://www.oracle.com/uk/cloud/customers/
https://www.oracle.com/uk/cloud/customers/
https://www.oracle.com/uk/cloud/customers/
https://www.oracle.com/uk/cloud/customers/
https://www.oracle.com/uk/cloud/customers/
https://www.oracle.com/uk/cloud/customers/
https://www.oracle.com/uk/cloud/customers/
mailto:wolfgang.dreyer@oracle.com


Accelerate your 
migration to cloud

▪ Dedicated teams to fast-
track your Oracle workloads 
to the cloud

▪ Specialism by workload type 
for efficiency and 
effectiveness

Best Practice Reference 
Architectures

▪ Based on Oracle best-
practice deployment 
architectures

▪ Deployment architectures 
fine-tuned for you as an 
individual customer

▪ Delivered as a working 
system with all configuration 
and documentation

Access to Specialist 
Oracle Teams

▪ Optimise and improve your 
applications as they migrate

▪ Direct access to product 
experts

▪ Address security and 
networking challenges

▪ Fast-track connectivity

Customer Vision – delivering value quickly and effectively
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… if you only remember 1 slide

We run Bare Metal with off-box virtualization

• Fastest performance in the cloud, comparable to on-prem 
and managed platforms

• 100% yours, no hypervisor, no virtualization, no software

We are the only ones to run a flat & fast (CLOS) Network with RoCE

• Only Cloud with 100G RDMA over Converged Ethernet (RoCE), ~1.5µs cluster networking   

• Flat, fast and never over-subscribed (every node is max - 2 hops away) with an SLA

We run “NVMe Everywhere” and don’t charge you to boost performance

• 6.4T NVME (more than anyone) & 32TB Block ea.

• The fastest parallel file system performance

We run the Lowest Cost for Compute, Storage + Network – Price it out …

• Unmatched pricing for HPC compute, highest performing block storage and network

• Ease of purchase via OCRE/GÉANT with no need for complex procurement and competitive tenders

4 Reason We Win
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OCRE (Open Clouds for Research Environment) Project 
Consortium funded by the European Commission for 4 
years (2021 – 2024)

• the Framework Agreement with the Cloud Service 
Provider or Reseller

• Scope of Services offered by the Cloud Service 
Provider (IaaS+)

• Pricing Information

• Call Off agreement between your institution and the 
Cloud Service provider

Education and research institutions in Europe can now 
directly consume cloud services without the need for 
public procurement. 

Oracle Cloud services are available via the Oracle 
partners listed in the OCRE Cloud Catalogue.

Offering Cloud Services Through GÉANT
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https://www.ocre-project.eu/services/cloud-suppliers


Open Clouds for Research Environments
OCRE Framework Benefits
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Trusted advisory

Cloud Catalogue of 
services promoted by 
NRENs.

EC-funded Cloud 
Vouchers by GÉANT.

Demand aggregation 
and shared use.

Ease of procurement

By using this framework, 
research institutions do 
not need to run complex 
procurements and 
competitive tenders.

Meeting compliance

Network connectivity 
and identity (SSO) 
integration via 
GÉANT/NRENs (DFN).

Data security and 
privacy (GDPR) 
compliance.

Predictable pricing

PAYG and FAM with 
volume discounts, cloud 
credits won’t be lost.

Value-added services by 
implementation partner.
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https://www.de.logicalis.com/solutions-services/oracle-cloud-services-fuer-geant/ueberblick/


Ihre Fragen an uns …

Vielen Dank.
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